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Abstract
Road maintenance operators often work in dangerous environments and are
in need of a support system to enhance their safety and efficiency. Augmented
reality (AR) has proven to be useful in providing support to operators in var-
ious industrial sectors. However, the vast majority of the existing applications
focus mainly on static, controlled environments, such as industrial shopfloors,
although the dynamic flow of information that AR can provide could be very
valuable to unstructured, dynamic environments. This paper presents a novel
AR—based methodology for human–robot collaboration, real-time instructions,
and support for roadmaintenance operations, aiming to enhance operator safety
and efficiency. A robot operating system-based architecture is exploited for
the communication of the modules. The methodology is tested in a laboratory
environment, and the results validate the hypothesized enhancement of road
operators. In the future, the application will be validated on real interventions
in highways.

1 INTRODUCTION

Research on augmented reality (AR) has spread across
many sectors, such as healthcare, education, and market-
ing, as well as manufacturing, which provides an ideal
example of the enhancement AR can have on opera-
tors. Manufacturing in the EU is changing from fixed,
non-dynamic systems that favor high-volume and low-
variety productions, toward more flexible and reconfig-
urable systems, that favor variety in production, focusing
on increasing the utilization of resources and reducing
scrap rate (Chryssolouris, 2006; Makris, 2020). AR is one
of the enabling technologies for the transition of the old-
fashioned operator to a flexible one. It can be deduced that
the characteristics that make this technology valuable for
manufacturing systems can also be used for other sectors,
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and to enhance road operations in collaboration with tech-
nologies such as robotics, specifically the flexibility and
reconfigurability in road operations.
Road maintenance is taxing work when done manually,

when road interventions like barrier removal and place-
ment must take place. Aside from the ergonomic point
of view, the safety of the operator is also compromised,
especially in high-traffic highways that are dangerous
to the operator, who is standing still in comparison
to the running traffic. Several papers research traffic-
management methods, such as Jiang and Adeli (2004),
Karim and Adeli (2003), and Ghosh-Dastidar and Adeli
(2006) who researched traffic management methods using
an object-oriented model, a case-based reasoning model,
and a mesoscopic-wavelet model, respectively. The speed
of the cars on the highwaymakes most accidents involving
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F IGURE 1 Augmented reality (AR) for road maintenance.

workers fatal. Statistics show that the road worker death
toll in the EU in 2020was 3355 people, showing an increase
from the year before by 53 people, according to Eurostat.
An obvious solution for these accidents is to reduce the
number of road workers on the road, by automatizing the
processes. Unfortunately, the process of road maintenance
is done in a dynamic environment with dynamic param-
eters, and as such, it is not possible yet to complete all
maintenance interventions without the interference of the
human factor. As such, another solution to complement
the first is to minimize the time that the road workers will
stay on the road executing the maintenance processes or
assist them in a way that they do not have to get out of the
truck that they use as transportation and as a platform to
execute the interventions.
Therefore, the solution of a mobile robotic shell in

road maintenance, enhanced by auxiliary tools based on
AR would greatly enhance safety. The robot can assist
with maintenance interventions, taking the place of some
operators. This concept has been gaining focus in recent
research. In Katsamenis et al. (2022), the authors pro-
posed a robotic vehicle that is supported by autonomous
drones to coordinate maintenance works, while Eskandari
Torbaghan et al. (2020) propose an automated robotic sys-
tem for road crack sealing by using 3D printing techniques.
While automated processes are usually more efficient

in repetitive and heavy-load actions than manual pro-
cesses performed by humans, and processes that require
decision making are more efficient when a human per-
forms them, it is the collaboration between humans and
robots that allows for the efficient execution of a larger
andmore diverse number of processes, which often require
the human operator’s intellect and decision making com-
bined with the robot’s advantages. AR is a great enabler
of human–robot collaboration (HRC). The concept that
will be presented in this paper is shown in Figure 1. The
operator or operators will make use of a mobile robot plat-
form, which comprises a truck with a mounted robot on
the rear, to perform road interventions. The operator will
use a tablet when they are in the truck, and it is not neces-
sary to be on the road for the intervention, and while when

they are on the road, theywill useARglasses. In both cases,
they will be able to communicate with the robot, receive
visualization from sensors and receive instructions as well
as traffic information for road awareness. There are several
challenges in this approach regarding AR, owing mostly
to the dynamic nature of the road environment, especially
regarding lighting that may change rapidly, the possible
differences in road layout, changing traffic conditions, and
the location of the road assets in relevance to the robot,
which is not static.
This study’s main objective is to present the advantages

of a suite of tools consisting of AR-related technolo-
gies to support road maintenance workers, by enhancing
their efficiency and safety in road interventions, through
robot control, instructions, and real-time information feed-
back. The novelty, and computational originality of the
proposed method and the advancement beyond the pre-
viously mentioned studies in AR operator support, is
the development of a tailored solution for HRC in road
interventions, integrating AR, leveraging a mobile robot
platform, and addressing challenges specific to dynamic
road environments. These unique elements collectively
contribute to the advancement of the field and offer a
promising approach for efficient and effective road inter-
ventions. The method is also built to be easily adaptable
to any road intervention or any kind of process where the
operator can be supported by the use ofAR. It also proposes
a method of enhancing the awareness of the operator in
a very wide and uncontrolled area, something that is also
not prevalent in the state of the art. The organization of
the paper is as follows: Section 2 presents the literature
review, Section 3 presents the proposed methodology of
the solution, and Section 4 reviews the implementation of
the discussed AR applications. In Section 5, experiments
and a road-intervention case study are presentedwhere the
methodology is validated. The last section is dedicated to
conclusions and future work.

2 LITERATURE REVIEW

2.1 HRC

A lot of previous research has focused onAR as ameans for
indirectHRC.HRC is an important element of the factories
of the future, with safety being one of the most important
aspects as pointed out in Maurtua et al. (2017), where a
method for safety in HRC is proposed based on the robot’s
perception. AR can enhance these methods by also pro-
viding the human with enhanced perception as suggested
by this paper. AR, either through holographic displays
such as the ones provided by AR glasses or through
video approaches such as through a tablet with camera
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feedback, can be used for robot control when the opera-
tor is in the area of the robot. Ni et al. (2017) proposed
a method for remote manipulation of a robot combined
with haptic feedback through an AR display, although the
operator’s view seems limited due to the use of one cam-
era angle in the display. In Liu et al. (2018), the authors
propose a non-traditional method for robot programming
using an AR interface to visualize a decision-making pro-
cess, supervising the robot’s operation and showcasing
great interoperability between AR and other state-of-the-
art technologies. Other intuitive uses of enhanced graphics
include Zhu and Veloso (2016) where a method was pro-
posed for the visual enhancement of videos that showcase
mobile robotmovements, in order to extract themovement
algorithms, although with the drawback that processing is
done after recording. In Dimitropoulos, Togias, Zacharaki,
et al. (2021), the operator can move the robot to the
endpoint they desire by moving a virtual end-effector
superimposed over the real robot’s end-effector. The robot
operating system (ROS) is often used in collaboration with
AR, for example, in Lotsaris, Gkournelos, et al. (2021) and
Lotsaris, Fousekis, et al. (2021), to control the robot with-
out the user having prior experience in robotics. In both
Lotsaris, Gkournelos, et al. (2021) and Lotsaris, Fousekis, et
al. (2021), theARapplication is connected toROS, enabling
robot control by connecting a virtual robot with the real
one. Robotic control has also been implemented through
AR glasses in Kyjanek et al. (2019) where a construction
worker would be able to plan trajectories and view diag-
nostic feedback of the process. Again, ROS is used, and the
operator can visualize plans created by ROS when given
the target assembly and execute the plan that they are satis-
fiedwith. Additional tools can also be usedwithAR glasses
instead of hand gestures. Projectors are an often-used tool
as in Lee et al. (2016) where a camera unit and a projector
are used in collaborationwith a robot in anunconventional
manner with loose kinematic specifications, although pro-
jectors would not work in dynamic environments. In Ong
et al. (2020), the user can move around a workplace that
includes a robot and use a handheld pointer to define the
paths they want the robot to follow. In Hietanen et al.
(2020), an AR GUI was proposed in combination with
a monitoring system based on depth sensors, for safe
human–robot-collaboration. Lambrecht et al. (2021) dis-
cuss the bottlenecks that prevent the widespread use of AR
in industries, marking the spatial referencing of machines
and AR devices as an issue, which is also discussed in
later sections, as the problem is evenworse in uncontrolled
environments such as the highway. The above papers prove
that AR is a great enabler in HRC. The ones that were con-
sidered the most in this paper for their ease of use and
accuracy were the end-effector-based movements.

2.2 Instructions and visualizations

Except human–robot interaction, the most usual utiliza-
tion of AR in the industry is for the support of the operator
with real-time instructions and information feedback on
the status of the shopfloor. This is useful for both new and
inexperienced operators as well as experienced operators
who have to work on a new product, thus enabling high-
variety productions. Additionally, AR serves to keep the
human in the loop by connecting them with the digital-
ized machines in the shopfloor, enabling communication
between them, as AR is a very effective interface for
the communication of humans with machine intelligence
(Baroroh et al., 2021). In Pai et al. (2016), the authors pro-
posed a framework that uses AR for teaching and learning
factory operations, although it focuses on immersion in
their simulations, for which virtual reality may be more
fitting. AR instructions have been prevalent in assembly
processes in the last decade (Rentzos et al., 2013). InMakris
et al. (2013), the authors proposed a concept for the gener-
ation of assembly instructions, which was then visualized
in AR for the benefit of the operator. The proposed frame-
work does not assist only operators in the shopfloor but
also production engineers who generate the instructions
without excessive burden. The authors in Eiriksdottir and
Catrambone (2011) recognized three types of instructions
regarding abstraction, instructions that explain each step
of the task, instructions that provide information about
rules and regularities, and demonstrations of a specific
instance of the task that is carried out. In Michalos et al.
(2016), the AR application does not only support the oper-
ator with instructions on the assembly but also keeps them
aware of the state of the production and connects them
with the robot on the shopfloor. Dimitropoulos, Togias,
Michalos & Makris, 2021 proposed a method for support
of the operator during assembly, with the instructions
consisting of text and 3D models, combining more than
one AR medium, AR glasses, smartwatch, and projector,
enhancing AR visualization of instructions with classi-
fication of assets through the use of a neural network.
Wang et al. (2016) introduced an interactive AR assembly
guidance system that offered different modes of guidance
for assembly operators during different stages of cognitive
processing.An interesting applicationwas developed by Si-
Mohammed et al. (2018), where AR was combined with
brain–computer interfaces (BCIs) to test the approach of
guiding the design of UIs based on BCIs in AR. There is
a truly sizeable number of publications on AR guidance
from the past two decades, which proves the usefulness
of the technology in operator support. This paper aims
to build upon existing knowledge on the use of AR as a
support tool in manufacturing and transfer the results in
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the road maintenance field, where they will prove just as
valuable.

2.3 AR and robotics in road
maintenance

Robotics and AR have been gaining traction in road main-
tenance in the last few years. Karelina et al. (2022) prove
that robots are an excellent tool in road construction, by
proposing an autonomous roboticmanipulator for the con-
trol of a bulldozer during highway construction. In Sheta
and Mokhtar (2022), the authors propose an autonomous
robot system for pavement inspection, constituting of a
robot equipped with an Android phone that gathers a
stream that is used to recognize the presence of cracks
using convolutional neural networks. Inspection seems to
be one of the prime targets of robotics in road mainte-
nance. Also, in Shim et al. (2023), the proposed method
consists of an inspection robot on a ground vehicle, able
to be autonomously driven in tunnels. Tarek andMarzouk
(2021) propose a handheld mobile AR application for the
visualization of all inspection data using building infor-
mationmodeling (BIM) technologies during infrastructure
maintenance activities. Ren et al. (2022) and Malek et al.
(2023) propose a method for a real-time crack detection
system with an AR interface, in real-time, and with no
need for an external processing device. The authors in
Sadhu et al. (2023) utilize in their research both AR and
VR in combination with BIM technologies for structural
health monitoring.
The research in this field makes apparent the enhancing

effect that extended reality applications and robotics can
have in maintenance operations.

2.4 Gap to be addressed

The gap in the state of the art that this paper aims to bridge
is the lack of a method of AR operator support that works
for dynamic and dangerous environments with no fences
and in adverse conditions outside the traditional factory
environments, such as a highway. The method that will
bridge this gap must take into account both efficiency and
most importantly the safety of the operators. In the next
sections, an AR-based methodology is presented to fulfil
these criteria.

3 METHODOLOGY

In order to enable safety and efficiency in road mainte-
nance operations, a methodology for the deployment of

F IGURE 2 AR methodology block diagram. HRC,
human–robot collaboration.

a suite of AR technology tools is proposed as shown in
Figure 1
A block diagram showcasing the proposedmethodology

is shown in Figure 2.
The arrows in the image show the flow of informa-

tion, and the dashed lines show the relationship between
a main module—the one that is directly connected to the
operator—and the functionalities that it consists of. The
diagram shows three distinct modules that are combined
to form the method.
The safety block shows the relationship between safety

and awareness of the dangerous environment of a dynamic
and dangerouswork environment. As is the normwithAR,
the update of information that aims to make the operator
aware is done through visualizations. These visualizations
consist of safe areas in the immediate environment of
the operator as well as dynamic updates on events that
happen in the wider range of the operator, depending on
the type of environment. For example, in highway envi-
ronments, the operator should have an awareness of a
range spanning some kilometers close to them. Aside from
events, the operator can also receive feedback from sen-
sors, such as video streams or images of specific angles in
the environment that they cannot see directly.
The real-time instructions that are attributed to effi-

ciency in the proposed method consist of visualization of
animations of 3D models, images, and text. The arrow
shows that the flow of information goes to the operator,
but that is not to say the communication is one way, as
the operator could also, for example, affect the interface
to go to the next instruction when they desire. The arrow
shows the important flow as it regards the wider method-
ology. Communication, as with the previous block, is done
through the AR interfaces, depending on the AR device
that the operator uses. Efficiency also indirectly affects
safety. When the operator is more efficient, they spend
less time performing the task in a dangerous environment,
lessening the danger to their person.
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The last block shows human–robot-collaboration
(HRC), which is also considered to enhance efficiency.
The communication here is done both with the AR inter-
faces and with the communication framework between
AR and the robotic system, which will be analyzed later
in the paper. Communication with the operator and this
block is a two-way street since the operator must be aware
of the exact status of the robot in the shopfloor, and
the robot must receive movement commands from the
operator. Aside from pure HRC, this method also supports
communication with the general system of the operation
and the transference of information and commands
to other entities on the shopfloor, such as a machine
that the operator can command to begin executing its
functionality.
The methodological approach to the functionality of the

blocks shown in Figure 2 will be analyzed further in this
section. In each sub-section, an example will be given
to show how the functionalities are implemented in two
road maintenance interventions, the “safety barrier instal-
lation” and “crack sealing” interventions, depending on
the functionality, if it is more useful for the AR glasses or
the tablet. In the safety barrier installation, the operator
using the AR glasses must handle a robot that is mounted
on a truck that contains new barriers and with the help
of the robot install a new barrier in place of a faulty one
on the highway. The robot is the one carrying the barrier,
while the operator must screw the barrier on the pillars as
the robot holds it. In the crack sealing case, the operator is
inside the truck andmust use the tablet to handle the robot
that has a crack sealing machine as a tool in order to seal
cracks on the highway.

3.1 AR instructions visualization

AR instructions are provided to the operator while they are
in the process of executing their tasks. They are meant to
sufficiently explain the steps of their task, as well as the
way they are supposed to be taken, and this is achieved
in the form of text, images, videos, or 3D models. Text is
used in usually short but accurate descriptions of the tasks,
with helpful instructions on how the operator may execute
them.
Additional visual input is also needed, and it is one func-

tionality in which AR applications and headsets excel at.
3D digital models can be overlayed in the real world at
positions where the real objects must be placed, drilled,
or screwed in. The operator can watch the highlighted
objects, search for the real ones in the equipment of the
assembly, and simulate the movement and operation that
the animated 3D models display. 3D models of the tool to
be used, such as a screwdriver’s model, inform the opera-

tor of which tool they are supposed to use in each specific
step. In order for the instructions to be as seamless as possi-
ble andnot be an obstacle for the operator to complete their
tasks, the 3Dmodels disappear when the operator closes in
their vicinity, to not visually inhibit them, using the hand
tracking of the AR glasses and calculating the minimum
distance from the 3D visualizations.
Aside from 3D models—computer-aided design (CAD)

models, which are created with 3D design tools such
as Blender—helpful visualizations also include images.
Images can play a similar role to 3Dmodels, in cases where
steps are more easily displayed in an image. Other visu-
alizations can also play a part in instructions. A driver in
the truck who must reach the place where the interven-
tion takes place, in which the robot performs actions, must
have guidelines. The guidlines are superimposed over cam-
era feedback from a camera mounted on the back of the
truck, and are displayed in the tablet application, showing
the optimal and maximum range of the robot to help the
driver take a proper place while driving in reverse.
In the proposed method, the instructions consist of all

the above examples. For each step of the interventions
where the glasses are used, an accompanied text appears
on the instructions panel that floats in the view of the
operator. In case it is applicable, 3D models are spawned
overlayed on the real world, to assist the operator with
the process. For example, in the safety barrier installation,
where the new barrier must be screwed in the pillars, vir-
tual 3D screws are superimposed over the holes they must
be inserted in and a text instructing the operator that it is
time to screw in the barrier is shown in the panel. In case
a tool is needed for the completion of the task, such as a
screwdriver, it is also visualized. In case the tablet is used,
as is the case of the crack sealing intervention, the instruc-
tions have some differences according to the particularities
of themedium. The operator in this case is inside the truck,
and they receive feed from the outside world through cam-
eras mounted on the back of the truck. Text is still used to
explain every step to the operator, such as an instruction
to approve or modify a crack detection, and visualizations
are overlayed over the feed from the cameras, such as the
lines of the detected cracks, colored to show the exact posi-
tions of the detection output. Figure 3 presents themethod
followed for the real-time instructions, where the opera-
tor receives all the types of information explained above.
Safety zones are only shown in the AR glasses since the
operator is outside the truck and works closely with the
robot, while they are unneededwhen the operator is inside
with the tablet. Animations and text work for both the
AR glasses and tablet as they are the crux of the instruc-
tions, while the tablet makes great use of video feedback
and images, which the AR glasses do not need due to their
direct view of the environment.
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F IGURE 3 AR instructions visualizations.

3.2 AR for HRC and system commands

Aside frombeing on the receiving end of informationwhen
using AR devices, the application enables the operator to
send commands to connected devices or,most importantly,
to the central control system of each operation. This serves
a multitude of purposes, such as alerting the system of
an operation start or end, intervening in the process if
necessary, or commanding the resources of the operation
with easy, user-friendly interfaces, bypassing the need to
gain the expertise to handle the resources by their own
interfaces.
The concept of this paper, which is to support the

operator in their cooperation with a modular robotic plat-
form, renders the manipulation of robots by the operator
necessary. Usually, to program and manipulate a robot,
the operator would have to use a teach pendant or pro-
gram it from a computer that is connected to the same
network as the robot. In cases where every motion is pre-
defined, this type of programming is preferred since it is
performed long before the operation takes place. How-
ever, to control the robot via an AR application, the ROS
(Quigley et al., 2009) can be utilized. ROS is an open-
source middleware framework designed to develop and
control robots. It provides services and tools for hardware
abstraction, communication between processes, package
management, and more, facilitating the development of
robotic software. When building the application, the robot
model and its URDF—meaning the file that describes the
robot’s physical attributes to ROS—are imported into the
AR application and loaded as a virtual robot. Utilizing
specific libraries, which will be covered in the next sec-
tion, the virtual robot and the real robot are connected,
and the application receives the state of the real robot
constantly, essentially its joint states. The way ROS com-
munication is established is further analyzed in Section
4.2, in theRobotControl section. This communication goes
both ways, allowing for the AR application to affect the
robot. In this application, for the case of the AR glasses, a
user-friendly gesture system was developed. The operator

is able to move a virtual end-effector, placing it wherever
they want the end-effector of the real robot to end up,
the end-effector being a tool or a gripper in our cases.
Then they can prompt the system to create a plan for this
position. The control system sets the virtual end-effector
position as the target and calculates the inverse kinemat-
ics with its planners. The trajectory output is received by
the AR application and visualized in 3D in the glasses with
the help of the virtual robot, called the “ghost robot,” a
semi-transparent model overlayed over the real one. The
operator watches the trajectory, then, if they are satisfied,
they confirm it, or they send for a re-plan. As soon as they
confirm, the application sends the command to execute the
trajectory in ROS, and the real robot moves. For example,
in the safety barrier installation, when the operator receives
the instruction to move the barrier that the robot is grasp-
ing to the pillars, they grab the virtual end-effector, move
it close to the pillars, and request a trajectory, which is pre-
sented to them via the ghost robot animation. If they are
satisfied, they command the execution of the trajectory,
and the barrier is brought close to the pillars.
With the tablet, where the operator is inside the truck,

they see the robot from several views from on-board cam-
eras. They can then move the robot via arrows, which
they use to move the virtual end-effector, gaining the 3D
perspective from the different views. Then, same as the
glasses, they send for a plan and then confirm or ask for a
re-plan. Aside from that, there is also the option of chang-
ing the joint values of the robot directly from the controller,
bypassing theROSplanners. For example, in the crack seal-
ing, the operator needs to bring the robot in a position to
view the road and the cracks on the road with a camera
that is mounted on the tool. The operator can see the view
of several cameras from several angles that overlook the
robot area, and with buttons, they move the virtual end-
effector, which is superimposed over those streams; then
they request a trajectory and watch it from several angles,
and if they are satisfied, they order the execution of the
trajectory, which brings the robot to the desired position.
Aside from robot control, the communication between

AR and ROS allows the user to send other messages or
call services in the ROS-based system. Operations can be
called, such as the identification of a road asset from the
on-board cameras, as in the crack detection in the crack
sealing intervention, or the opening and closing of the
gripper of the robot, as in the safety barrier installation,
where the operator orders the gripper to release the
screwed in the barrier in its final position. This allows
the operator to be in control of the intervention and the
resources that have digital interfaces. The communication
aspect from a technical point of view is analyzed in the
next section. As a concept, the operator is able to affect
the system through interfaces in AR, panels, and buttons,

 14678667, 2024, 7, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/m

ice.13185, W
iley O

nline L
ibrary on [03/12/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



BAVELOS et al. 1083

F IGURE 4 Sequence diagram for robot control. ROS, robot
operating system.

as well as voice commands, commanding pre-existing
functions in ROS, in the form of services or actions.
The logic of the robot control process is shown in the

sequence diagram of Figure 4.
AR’s primary role in the interventions is to keep the

operator in the loop and in control. It is one of the goals
of the application to provide full situational awareness to
the operator. When the operator is in the field, wearing
the AR glasses, they can view the intervention space with
their own eyes. The AR application enhances their experi-
ence by providing monitoring of the execution, since the
instructions showcase the steps that the operation is at
any given point, and also provides information about the
safety zones and information about the surrounding envi-
ronment, completing the operator’s situational awareness
since they are aware of both the operation and their sur-
roundings. In the case where the operator is inside the
truck, the operator has no viewof the outside environment.
In this case, the tablet application provides the view from
video streams of outside cameras, and also provides mon-
itoring of the operation, and again provides information
on the wider surroundings. Therefore, in both cases, the
operator has full situational awareness and is kept in the
loop about the operation, the robot, and the overall sys-
tem. The more seamless the application, the greater the
efficiency and the reduction of the cycle time of operations.
The architecture of the graphical user interface (GUI)
that is created to implement the above functionalities is
shown in Figure 5, essentially summarizing the operator’s
interactions with the AR application during intervention
runtime.
The panel consists of a canvas with fields where the

operator can fill with text using a virtual keyboard that is
spawnedwhen they click on the text fields.Once they input
their credentials in these fields, the application presents
the second panel while the connection with the server

F IGURE 5 UI menu architecture. GUI, graphical user
interface.

scene is established. The server scene is a second scene
of the same application that runs on the glasses or tablet,
but this scene runs on a connected PC. The server scene
is responsible for outside communication, such as the
communication with the robotic system, and transfers the
necessary data to the scene deployed in the AR device. The
second panel is the configuration of the application. In this
phase, the operator must input any parameters that are
needed for the accurate function of the application in the
intervention. That includes the localization of the scene
and the robot, a process which redefines the points of ori-
gin of the animations in the application. It also sets them
in the appropriate place for each intervention and will be
analyzed in more detail in the latter parts of this section.
After the animations are configured, the operator moves
on to the main menu. The main menu contains the choice
between intervention and robot control. If the robot con-
trol button is pressed, the application moves to a robot
control mode, in which the operator can use gestures to
move the robot. In case the interventions button is pressed,
a choice of interventions is presented to the operator, and
by choosing one, they can choose to begin the process and
the instructions. Each instruction is presented in a panel
that contains the text that guides the operator, while 3D
animations are included where appropriate.

3.2.1 Localization

In order to move the robot accurately, and for the ani-
mations to appear in the correct spots in the real world,
a correlation must be established between the real and
virtual worlds through localization, using markers and
virtual objects. This also compensates for differences in
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1084 BAVELOS et al.

road layouts. Before any operation is executed, two cali-
brations must be performed. The first calibration pertains
to the robot and any other virtual objects that are placed
or moved in relation to the robot’s position (i.e., the
virtual end-effector). However, the distance between the
robot’s position and the position of the other real-world
objects—safety barriers (from the intervention “safety bar-
rier installation”) will be used as an example—may vary.
The robot will be loaded onto a truck, and the driver will
stop the truck near the activity area, which may consist
of real objects on the road, such as safety barriers or road
signals. Despite the driver’s experience, it is impossible to
stop the truck, each time, at the exact same distance of
the activity area. In addition, the areas of the same inter-
ventions differ due to road layout differences. Therefore,
the first calibration alone is not sufficient for position-
ing animations and virtual objects relative to the activity
area. The second calibration is used to place all anima-
tions and virtual objects in the correct positions relative to
the real objects of the activity area, and it also enables the
calculation of specific robot movements.
Before localization, all the superimposed visuals are ren-

dered according to an initial reference system defined by
the operator’s position in the real world the moment the
application starts. During the localization process, this ref-
erence system is translated and rotated along with any
virtual objects, to a new position that will be defined by the
calibrating object. This object can be either a marker or a
virtual object that the operator can place using an appli-
cation’s interaction method. After tracking the marker or
position of the virtual object, the operator inputs the ini-
tial pose of the localization into the AR application and
executes the calibration function. The initial pose refers
to the offset and rotation between the calibrating object
and the starting point of the desired reference system for
the visuals to be rendered at the correct positions. The AR
application detects the position of the calibrating object,
applies the initial pose, and sets the reference system’s
starting point at the calculated position. After the calibra-
tion process, all visuals are rendered according to their
offset and rotation from the new reference system’s starting
point.

3.2.2 Trajectory refinement

Other ways of controlling the robot are also possible by
using AR interfaces. One example is seen in the case of a
“crack sealing” intervention, in which the robot will fol-
low a specific trajectory to seal the crack, with a crack
sealing tool. The system must detect cracks on the road
and calculate a trajectory for the robot to follow in seal-
ing the crack. The operator initiates the process by pressing

F IGURE 6 Corrected trajectory in tablet.

a button in the AR application’s UI, which triggers a ser-
vice in the system to perform the detection. This system
is based on computer vision-based techniques, but the
details are not the subject of this paper, which is focused
on the AR visualization of the output. Once the detection
is complete, the trajectory is calculated and sent to the AR
application as a series of 2D points relative to the camera’s
viewport. The application then creates a line connecting
these points and displays it on the tablet’s UI. The operator
can view the feedback from the camera superimposedwith
this line. If the detection is successful, the line should be
rendered precisely on top of the crack as seen in Figure 6.
If any errors are detected in the crack’s identification, the
operator can modify the trajectory. When the operator
presses the button to modify the crack detection, the pre-
vious line is erased, and a function is activated to allow
the operator to draw the new trajectory using the tablet’s
touch screen. The detection might contain more than one
crack, and they can be erased and re-added separately.
The function collects points for each 2 mm of drawing
in the camera’s viewport. After the new line is drawn,
the operator can choose to modify it again or confirm
the result. If the result is confirmed, a function is called,
which performs a homographic transformation. After this
transformation, the resulting points are transferred to the
system for calculation of the robot’s motion.
To calculate the final trajectory of the robot, the collected

points need to be transformed to account for the depth
between the camera and the projection of each point on
the road. Crack detection uses a camera on the robot’s grip-
per at a specific height from the ground. The trajectory is
displayed in a 2D canvas within the AR application, and
the modified points from the operator are in a 2D coordi-
nate system. To calculate each point in the 3D coordinate
system, a homography transformation is then performed
according to the theory below.
In Figure 7, C represents the known position of the

camera. There are three different height levels depicted:
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BAVELOS et al. 1085

F IGURE 7 Camera view to road correlation.

the height of the camera (set to zero), the height of
the displayed trajectory (the vertical distance in the AR
application between the camera and the virtual line repre-
senting the crack), and the height of the road (the actual
height of the camera from the ground level in the real
world). Points C′ and C″ are the two perpendicular pro-
jections of point C in the line and road height levels,
respectively. Point P represents one of the collected points
while the operator was modifying the crack in the tablet’s
UI, and point P′ is the actual point that the system will use
to calculate the final trajectory of the robot’s movement.
The point P′ is calculated as follows. The two right-angle

triangles of Figure 7 (CC′P and CC″P′) are similar. Accord-
ing to the theory of the similar triangles, the following
formula is used:

𝐶𝐶′

𝐶𝑃
=
𝐶𝐶′′

𝐶𝑃′′
(1)

or,

𝑧√
𝑥2 + 𝑦2 + 𝑧2

=
𝑧′√

𝑥′
2
+ 𝑦′

2
+ 𝑧′

2

(2)

Solving for x′ and y′:

𝑥′ = 𝑥∗
𝑧′

𝑧
(3)

and

𝑦′ = 𝑦∗
𝑧′

𝑧
(4)

After the transformation, the calculated points can be
used to generate the final trajectory of the robot’s move-
ment. The system receives the collected and transformed
points, calculates the final trajectory, and sends it to the
AR application for display. The operator can view a holo-

F IGURE 8 Sequence diagram for trajectory refinement.

gram of the robot executing the trajectory and then initiate
the motion. The crack modification process is shown in
Figure 8.

3.3 AR for information feedback and
safety

Aside from the instructions that are analyzed above, the
operator can receive information from many sources that
can be visualized in several ways, as AR excels in infor-
mation visualization as presented by the authors in Siatras
et al. (2021). This enables the operator to be fully aware of
their environment. When the operator is in the truck with
the tablet on hand, such as in the case of crack sealing,
the tablet, asmentioned above, can receive image feedback
from any of the on-board cameras that have a view of the
road and the operation and are connected via ROS, IP, or
a similar protocol to the tablet. The views are from differ-
ent angles to have a 3D perspective of theworld, overseeing
themost important part of the intervention, essentially the
place where the tools will be utilized.
Important feedback that the operator receives can be

information about the road, such as traffic information, or
information about accidents close to the intervention site.
The purpose of this is to enhance the safety of the operators
on the road, bymaking them as aware as possible of the sit-
uation on the highway. This enables them to take actions
to protect themselves, such as leaving the scene. Other
useful information for the intervention can also be mon-
itored from the AR devices such as temperature, which is
important for some interventions such as crack sealing, as
well as changes in the weather such as incoming rain or
strong winds. This information can be gathered from any
server that is regularly updated regarding highway infor-
mation. Although the point of this paper is not to show
the server side, but rather what can be achieved by the
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1086 BAVELOS et al.

communication, in this case, the application receives data
from V2X communications (MacHardy et al., 2018). Addi-
tionally, the application generates visualizations for safety,
most importantly safety zones.When the operator is work-
ing close to a machine or a robot, they are in danger if
those assets are not programmed to work with humans,
such as non-collaborative robots. For the visualization of
the safety zones, the application receives real-time data
through the ROS connection that regards the geometry of
the zones. These data include points in the 3D space that
are used by the application to generate virtual objects and
display the zones with the correct geometry and dimen-
sions. According to the specific use case, these data can be
published by safety scanners, cameras, or any other device
that is included in the integrated safety system. This way
the operator can stay at a safe distance fromheavymachin-
ery. Other safety visualizations could also be alerts when
the operator gets close to the limits of the safety lane they
are working in. In the safety barrier installation, the oper-
ator works outside the truck, close to the robot, and also in
combination with it during the screwing where the robot
holds the barrier and the operator screws in the bolts. Dur-
ing the time that the robot is moving, the operator sees the
zones indicating the reach of the robot and stays at a safe
distance.

4 IMPLEMENTATION

This section aims to explain the implementation plan that
will validate themethods proposed in the previous section.
For the development of AR applications, the framework
that serves as the base is Unity3D, a development platform
that is primarily used for game development, as well as
mixed reality applications. Unity3D has a graphical inter-
face to create and manipulate objects and also a scripting
API based on C#, with which scripts with various func-
tions can be created and attached to the objects to define
their behavior. For communicationwith the robot, theROS
was used, an open-source middleware that comprises a
set of s/w libraries that is primarily used to build robotic
applications. In Figure 9, the main architecture for the
ROS-Unity and Client-Server communication is shown.
The different modules in the diagram will be explained
in this section. The separation between ROS and Unity
is shown with the Unity parts being inside the box. They
are connected via the ROSbridge protocol (Crick et al.,
2017). The ROS architecture and the relevant ROS topics
are explained in more detail in the Robot Control section.
The network communication describes the communica-
tion between two scenes, the server scene, which runs in
a PC server called broker, and the client scene, which runs
in the AR device and are detailed in the GUI section. The

F IGURE 9 Robot operating system (ROS)-Unity and
client–server communication. CAD, computer-aided design.

Unity visualizations have been analyzed in the previous
section. The CAD models refer to the 3D models that the
application uses for the animations.

4.1 AR instructions and control
commands

4.1.1 GUI

For the provision of instructions, a UI menu is created for
the tablet and the AR glasses, which serves as a panel for
the visualization of text instructions and as the primary
interface for the interaction of the operatorwith the robotic
system. A network of communication is created between
two scenes, as they are called in Unity3D that are akin to
applications. The first one is called the client scene, which
is the scene that is deployed in the AR device. The second
one is the server scene, which is run on a PC on the same
network as the AR device.
Communication between the two scenes is achieved

using Unity’s MIRROR communication (Lindblom, 2020).
The server scene contains the instructions, in the form of
a JSON file. This JSON file contains the descriptions of the
tasks, the tools that may be needed in each step, the name
of the 3Dmodels assigned to each step, and the axis of their
movement in the animation, as well as their speed, mean-
ing that holographic parts will move to the axis and the
distance given from the JSON files, while text instructions
will be shown on UI menu. Of course, the instructions
must be shown to the client application, which is the one
deployed in the AR devices. The client connects to the
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BAVELOS et al. 1087

F IGURE 10 AR communication through ROS framework.

server and receives the instructions and animations from
it, spawning the objects in its own interface.
The AR server also serves as a broker server, facilitating

the connection between theAR application and the robotic
system. By utilizing this server, the operator can transmit
and receive information regarding the ongoing operation.
If the server receives amessage from the system, it initiates
a Client Remote Procedure Call to transmit the necessary
information to the client. Conversely, when the opera-
tor intends to control the robotic system manually, such
as manipulating the robot’s movement, the client scene
sends a command to the AR server, which subsequently
dispatches the appropriate message to the system.
Moreover, the AR server enables the transmission of

information to multiple clients simultaneously. This func-
tionality was employed in the AR application to establish
a connection between two client scenes, one running on
the AR glasses and the other on the tablet. As it will be
explained in later section, there are instances where mes-
sages need to be transmitted from the system to both clients
and from one client to another.

4.2 Robot control

Asmentioned, aside from instructions, the AR application
also provides, to the operator, the control of the operation.
Asmentioned, the primary framework for communication
is ROS.
ROS primarily works through topics, which can be con-

sidered as the medium that transfers the messages created
by ROS nodes, which include the functions of our method.
Topics are a unidirectional formof information flow,where
anyone who wants the information can subscribe and
receive the messages. In case a different type of commu-
nication is needed, requiring a response to the request for
information, ROS services are used.While Unity3D and its
applications are not ROS-based, the connection is made
via the ROS# library for Unity3D, in combination with
ROSbridge protocol, which is run on Ubuntu in the same
network as the ROS system and allows for the transfer of
ROS messages through topics to non-ROS applications via
Websocket transfer. A basic outline is shown in Figure 10.
In this way, the AR application subscribes to the topics
shown in Table 1.

TABLE 1 Robot operating system (ROS) topics.

ROS topic Description
/joint_states The augmented reality (AR) app

receives the joint states of the
robot from this topic

/manipulator_controller/
command

The AR appl publishes to this
topic to move the robot by
changing the joint states, as an
alternative method of moving
than the cartesian

/retry_plan_topic The AR app publishes to this
topic when the operator
wishes to replan and create a
new trajectory of the robot

/execution_topic The AR app publishes to this
topic when the operator is
satisfied with the plan and
wishes to continue with the
execution

The AR app subscribes to this
topic to visualize the plan that
Moveit! makes

/move_group/display_
planned_path

The AR app subscribes to this
topic to visualize the safety
zones

/safety_zones_topic The AR app subscribes to this
type of topic to receive images
from ROS-connected sensors

/camera/color/image_
raw/compressed

This is an example of a service
topic that the AR app
publishes to when the operator
wants to send a specific
command to ROS, such as the
command to begin the
identification of the sign. The
names of these topics vary
according to their function

Robot control is achieved through an action
server/client architecture. According to this architec-
ture, the capability for cartesian movement of the robot is
encapsulated in a server handler, essentially a script that
is running with the functions necessary for the cartesian
movement of the robot and waiting for an action message
to pass the parameters for the movement, such as the
target endpoint of the movement, the speed, or the name
of the robot. Through the ROS# library, action clients
can be developed in the AR application, which sends the
action message to the ROS action server, with the relevant
parameters. The way this is done in the application is
shown below in Figure 11.
The process shown in Figure 11 was simulated with AR

and a virtual robot, a 3D model with fake ROS controllers,
which publish the same topics as the real ones would. As
shown in the image, and as mentioned in Section 2.2, the
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1088 BAVELOS et al.

F IGURE 11 Manual robot control with gestures.

operator grabs the end-effector of the robot andmoves it to
the desired position and then presses the button to see the
trajectory before the actual movement. This is enabled by
the use of the “ghost” robot, a more transparent virtual 3D
model of the robot in this simulation case, which displays
the plansmade byROSMoveit! (Chitta, 2016). The operator
checks the movement for collisions with dynamic objects,
meaning objects that are not already in the planning scene
of Moveit!, which is a scene that contains static obstacles
in relevance to the robot, such as the truck. If an object
already is in the planning scene of Moveit!, then it is taken
into account in the generation of the trajectory. Then, if
the operator agrees with the trajectory, they can press the
execute button,whichwill allow the robot to continuewith
the actual movement. If they do not, for example, in case
the ghost robot passes through another object, constituting
a collision, the operator can order a new plan to be made
until they are satisfied.
For the tablet, the procedure is mostly the same, the

only difference being that with the tablet, the movement
of the end-effector is done via arrow buttons since gestures
cannot be used.
An additional menu for the robot control in the tablet is

presented in Figure 12. In this case, the operator can see the
joint states of the robot and can change them with arrows,
with the capability to change the speed.
The two applications, for glasses and for tablets, need to

be able to communicate between themselves since there
are cases where they are used together. In one case, the
driver of the truck of the mobile robotic platform may be
getting information on the process by the tablet while the
operator is outside and receiving complementary instruc-
tions. One example of this case is when the operator
outside of the truck must move the robot manually. In this
example, the driver who has access to the controller of the
robot must press the free-drive button to enable the man-
ual control by the other operator. The connection between

F IGURE 1 2 Robot control, tablet version.

TABLE 2 Robot and activity worlds.

Robot world Activity world
Virtual robot KUKA robot animation that places

the barrier on the columns
Ghost robot (hologram) Fastening screws animation
Safety zones Final position of new barrier near

the columns
Virtual end-effector KUKA robot animation that places

the barrier on the columns
Virtual robot KUKA robot animation that places

the barrier on the columns
Ghost robot (hologram) Fastening screws animation

the devices in this case is achieved using the MIRROR
network as explained above.

4.2.1 Localization

As mentioned in Section 3.2, before each operation is
executed, there are two calibration processes that must be
performed in order to establish a relation between the real
and the virtual worlds. To perform these two calibrations,
two different objects have been created in the application.
The first object is called “Robot World,” and it serves
as the reference system for the robot and other virtual
objects that are calibrated along with it. The second object
is called “Activity World,” and it sets the reference system
for the area where the activity will be executed. Table 2
shows all the virtual objects and target positions for the
robot’s movements that are calibrated along with these
two reference systems.
The first calibration requires the operator to use AR

glasses to scan a quick response (QR) code, which is placed
at a specific position near the robot’s base. The tracking
of the QR code is performed using the official Microsoft
Mixed Reality Toolkit (MRTK) SDK for QR code tracking,
developed by Microsoft and supported by the Hololens 2
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F IGURE 13 Initial reference system.

AR glasses. For optimal performance, the QR code should
be either version 1–10 or a micro QR code M1-M4. The
initial reference system is shown in Figure 13.
The implementation of localization with QR code

markers is a quick, efficient, and accurate method for
performing a calibration in this application. However, it
requires that a QR code be printed and placed at a fixed
position on the robotic cell, either on the truck or on a
stationary part of the robot, such as the robot’s base. This
ensures that the marker moves with the robotic cell and is
not situated in the surrounding environment, such as on
the road. The area for installing a new barrier is not stan-
dard, unlike a typical work area. As a result, the second
calibration requires the use of a virtual object to serve as a
reference for the translation and rotation of the coordinates
system, similar to the role played by theQR code in the first
calibration.
Before starting an operation, the virtual object will be

displayed in front of the operator wearing AR glasses in
the application’s viewport. This object has the appearance
of the prime object of the intervention, in this paradigm, a
virtual barrier, with the same size and shape as the real bar-
riers on the side of the road. The operator can manipulate
this virtual barrier and place it in the position where the
new barrier (currently loaded on the truck) will be placed.
Once the operator places the virtual barrier in the correct
position, the same calibration function as before will be
executed to perform the transformation of the “Activity
World” object. Unlike the first calibration, there is no ini-
tial pose in this case. In the first calibration, the requested
starting point of the coordinates system is the center of the
robot’s base, while in the second calibration, the starting
point is set to the center of the virtual barrier, and thus both
the initial offset and initial rotation are null vectors.
To perform the localization, a calibrating function is

called in the AR application. This function executes all the
necessary mathematical transformations to find the posi-
tion of the requested coordinate system. After setting the
reference object (QR code or virtual barrier), this calibrat-
ing function is called by the operator, either using the user’s

F IGURE 14 Sequence diagram for localization. QR, quick
response.

interface or activating the proper voice command. To begin
the execution of the calibration, this function accesses the
following inputs: the calculated distance between the start
of the initial system and the reference object, the virtual
objects that refer to the coordinate systems (Robot World
and Activity World), and the initial pose, which consists of
the initial offset and the initial rotation. The value of the
initial pose is by default inserted by the developers in the
AR application. However, if the operator is not satisfied
with the calibration, a user interface has been developed
to allow the adjustment of this value. The operator can
change this value and perform the calibration again in
order to achieve the optimal localization.
One last detail it is worthmentioning about the localiza-

tion is that in order to make the communication between
the AR application and the robot (through the ROS), all
the values that are inserted in the calibrating function are
given according to the ROS coordinate convention. Before
any calculation, these values are transformed in the coor-
dinate convention of Unity3D by the calculating function.
To perform this transformation, the function accesses two
other functions. The first is called “Ros2Unity” and trans-
forms the initial offset value. The second one is an official
method in Unity, which is called “Quaternion.Euler” and
performs the conversion from degrees to quaternion val-
ues. The logic of the localization process is shown in the
sequence diagram of Figure 14.

4.3 AR for information feedback and
safety

As mentioned in Section 3.3, information feedback is per-
formed with the use of sensors to relay the information. In
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1090 BAVELOS et al.

the proposed method, the sensors are cameras. There are
severalways to obtain feedback fromeach camera, depend-
ing on the type andmanufacturer. Cameras forwhich there
are ROS drivers can transmit their streams as topics. These
topics may contain images, depth data such as pointcloud,
camera parameters, and so forth. Visualization is done by
accessing these topics from Unity with the use of ROS-
bridge and the ROS# library. The topic that transfers the
image message is shown in Table 1. Once these topics
are subscribed to by Unity scripts, the information can be
visualized by assigning it to a relevant Game Object. For
example, one can add an image object in the scene inUnity
and assign the image received by the image topic of the
camera to visualize the image inUnity. Thismethod is used
in this application for multiple tasks, such as the remote
manual control of the robot through the tablet’s interface,
the monitoring of the robot’s movements through the exe-
cution of an operation, and the observation of the robot’s
future trajectory. This way of receiving camera info is com-
mon for all cameraswithROSdrivers. The specific cameras
used in the implementation of the method were Realsense
and ZED cameras.
Other forms of information visualization can also be

received throughROS, such as geometrical data,which can
be used by Unity to overlay shapes, like the outline of a
road signal, over the camera view. Informationmay also be
given in the form of text on a panel. Unity contains scripts
and objects for many kinds of visualization, depending on
the libraries used. In the proposed method, MRTK is the
principal library for visualization and interactions.
The way that V2X information can be received depends

on the platform that is used to broadcast it. The platform
itself is not the scope of this paper but rather the visual-
ization of the information. In this case, an implementation
was used as a simulation of V2X information, which can be
received fromARvia commands specific for Apache proto-
col. Essentially what is retrieved is a JSON, which contains
in its fields the valuable information that the application
needs. This JSON is parsed, and the field that contains
the information is extracted according to its name, for
example, “Accidents.” This information was visualized in
a panel, which keeps a history of all messages that the
operator can browse.

4.4 Lighting challenge

Visualization in AR glasses is not simple, as the light-
ing plays a very important role. When the environment
is indoors, with controlled lighting, the virtual models
and panels and in general, all the visualizations presented
by the AR glasses can be seen clearly, especially if the
brightness has been adjusted by the user. But, due to their

F IGURE 15 Light filter on AR glasses (a) Hololens 2 (without
filter) and (b) Hololens 2 with solar film applied.

transparency, themodels cannot easily be seen in sunlight,
bordering on the impossible. As mentioned in the Intro-
duction, the road maintenance intervention environments
are dynamic since they take place on the road, and while
some of them are executed at night, some are done dur-
ing the day. The lighting depends on the sky, and there is a
high chance that the daylight will be bright. In such a case,
a practical solution was found to solve the issue, specifi-
cally, the use of tinted film, such as the one used by car
windows. This reduces the amount of light—both visible
light and ultraviolet light rays—that penetrates the glasses.
The design shown in Figure 15 will be used by the operator
when daylight affects their vision in the glasses. It is easy
to remove and put on quickly, which is useful when there
is a rapid change in lighting.

5 EXPERIMENTS

The results and demonstrations that follow aim to prove
the feasibility of the proposed method in road interven-
tions, concerning all the facets of the AR application,
in a lab-scale environment, and set the standard for the
improved versions that will be validated on the road in
future works. The proposed method will be used in sev-
eral use cases or, more accurately, road interventions. The
technologies described above are assigned to the different
use cases according to their functions and how useful they
are in each case. A table of interventions and their assigned
technologies can be seen below in Table 3. The assignment
was done with the following logic in mind. If the operator
needs to dowork, out of the truck, using their hands during
the intervention, they wear the AR glasses since they need
their hands free. Additionally, the glasses offer augmen-
tation in the operator’s actual view, which is also a safety
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BAVELOS et al. 1091

TABLE 3 Use cases assignment.

Intervention
Technology AR–tablet AR–glasses

Cone placement/collection X
Signals placement X
Signal Cleaning X
Laser-based paint removal X
Crack sealing X
Safety barriers X

issue, since looking at a tablet while on the highway is dan-
gerous. In case they stay in the truck, where their view is
impeded and therefore the glasses are of less use, there is
no safety issue and the tablet is better for watching camera
streams, and the tablet is used. A brief explanation of how
the AR applications will be used in the road interventions
follows and then examples of the interfaces, with the robot
and road assets in simulation. Last, an experiment based
on the barrier installation is presented for a lab-scale vali-
dation of the proposedmethod, and conclusions are drawn
in a qualitative analysis.
It is obvious from Table 3 that the most used applica-

tion in the different use cases is the tablet one. In this case,
as mentioned above, the operator is inside the truck and
executes the operation from there. In cone placement and
collection, the robot that is mounted on the truck places
cones on the road or collects them on the back of the truck.
The tablet application is used in cone placement and col-
lection for the visualization of the rear view of the truck
where the robot is grasping the loaded cones to deposit
them on the road or collecting the cones that were previ-
ously on the road, and it is also used to allow the operator to
command the robot to release the cones with a button. An
example of the interface of the tablet application is shown
in Figure 16.
In signal cleaning, the robot is equipped with a water

hose and cleans signals that are detected by a camera
mounted on the robot. The tablet application is used in this
case for the visualization of the signal and its detection for
approval by the operator, as well as the visualization of the
robot trajectory plan also for approval, and for controlling
the robot to move it to its pre-detection position. Several
on-board cameras present the operation to the operator,
who is inside the truck, from various angles. In laser-based
paint removal, where the robot has a mounted laser as
a tool and erases paint from the road, the tablet is used
for robot control in the intervention where the operator
needs to move the robot themselves. For the crack sealing
intervention, where the robot has a tool that fills in cracks
on the road, the tablet is used to display to the operator
who is inside the truck the view of cameras that display
the process that happens on the road. It is also used for

F IGURE 16 Tablet UI interface: (a) choice of intervention and
(b) display of robot trajectory using mounted camera on the robot.

guidelines visualization for the driver of the truck and for
modification of the robot trajectories that the detection
system—that the crack sealing system uses—calculates. It
is evident that these use cases consist of common func-
tionalities that are adjusted for each one accordingly but
stem from the same basis. These functionalities are: the
provision of instructions to the operator about each step
of the interventions, the communication of the AR appli-
cation with the central ROS system, sending commands
such as “close gripper” or “begin process,” the feedback
from cameras to provide the operator with a clear view
of the working area from different cameras, the function-
ality of ordering and monitoring planned trajectories of
the robot, as well as executing them, and the visualiza-
tion of useful information about the intervention, such as
the detection of cracks or signals, as well as the real-time
update of environment updates from V2X.
The AR headset is used in the signal installation, in

which the robot grasps signals stored in the back of the
truck, using a specifically designed gripper for the geom-
etry of the signals, and assists the operator, who is on the
road, in installing them. In this case, the operator with
the headset is able to call ROS services and receive safety
information as well as real-time instructions. In safety bar-
rier installation, in which the robot assists the operator
in installing safety barriers on the road in places where
old barriers need to be replaced, the AR application offers
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the operator the capability of robot control through ges-
tures, allows them to call ROS services, and of course,
provide safety and real-time instructions. For the glasses,
the operator can use gestures to interact with the UI,
but they also have the capability to interact and move
through the UI easily through voice commands. The com-
mon functionalities that these use cases consist of are the
instructions to the operator with text and 3D animations
superimposed over the real environment, the visualization
of safety zones, the functionality of ordering, and monitor-
ing planned trajectories of the robot, as well as executing
them, the commands to the ROS system, such as “close
gripper” and the real-time update of environment updates
from V2X.
As mentioned above, the applications have been tested

standalone for each use case, with virtual assets, a virtual
robot, and a virtual mobile platform, although most capa-
bilities, like the robot control, have been tested with real
equipment as well.
The virtual robot is a KUKA KR60, as this is the robot

model that will be used when the interventions that are
now simulated will be implemented in demonstrations
on the road in the future. On the ROS side, the virtual
robot’s controller is programmed to output the same top-
ics as the real robot’s controller would. As such, on the AR
side, the actions that were developed to send commands
to the robot’s topics will not be any different when the
virtual robot is exchanged for the real one, making the
future integration much easier and proving the method
to be adaptable to any hardware system. The simula-
tions were used to test the interfaces and the instructions,
regarding ease of use and comprehension, respectively, and
remodeled according to the results.
To demonstrate in more practical terms the application,

a physical setup was created that simulated the barrier
installation environment, in-lab, as shown in Figure 17a.
The robot that was used was a UR10e, with a suction grip-
permadewith three suction cups, to grip a barrier that was
made fromplexiglass to simulate the real barrier. TheUR10
can only handle a load of 10 kg,which iswhy plexiglasswas
used. The demonstration was executed to showcase the
usefulness of the AR application rather than the robot’s,
which is why the material andmodel are not as important.
It is important to clarify that the robot control was adapted
to the different model types easily, with the only difference
being that the UR10’s URDF andmaterials are imported to
the Unity application instead of the KR60, proving that the
application functionalities are essentially model agnostic.
In Figure 17b, the safety zones are shown. The inner red

circle represents the maximum range of the robot, which
is a forbidding position for the operator to be in when the
robot is moving. The outside yellow circle is a warning
distance.

F IGURE 17 (a) Setup for AR glasses physical demo with UR,
(b) safety zones visualization for AR glasses physical demo with UR,
(c) manual guidance visualization for AR glasses physical demo
with UR, (d) nut assembly visualization for AR glasses physical
demo with UR, simulation of AR instructions for barrier installation
on the road: (e) localization for simulation of AR instructions for
barrier installation on the road, (f) robot action visualization for
simulation of AR instructions for barrier installation on the road, (g)
manual guidance instruction for simulation of AR instructions for
barrier installation on the road, and (h) screwing barrier instruction
for barrier installation on the road.

As mentioned above, several visualizations aid the oper-
ator in their work. For example, in Figure 17c,d, the
visualization of how the operator must move the robot
manually to place the barrier as well as the visualization
of the nuts and the tool to screw the barrier on the pillars
is shown. These visualizations disappear seamlessly when
the operator gets close to them, so they do not obstruct the
operator’s view when they need to assemble a part with
their hands.
The most important capability that AR provides to the

operator is the control of the intervention. Using voice
commands, the operator can command the operation to
begin and the robot to move; and they can command spe-
cific operations, such as the gripper to release, the camera
to begin detection of a specific entity, and so forth.
Aside from the demonstrator above, the application was

deployed on the road to test localization and get a first
view of how the future deployment will look as shown in
Figure 17e–h.
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From the experiment with the UR10e robot, the simula-
tions, and the research of the current method for barrier
installation, compared with the proposed method, we
extracted the following deductions. In the current man-
ualmethod, the barrier installation needs two operators, in
order to hold the barriers to the pillars and maybe a third
one to screw it on the pillars, although this can be done by
the operators who hold it with extra effort. With the pro-
posed method, one operator can guide the barrier, using
the robot and AR to control it, removing at least half of
the workforce needed on the road, reducing the volume of
people in dangerous zones. For the operator who stays on
the road, the safety zone visualization helps them stay safe
from the robot, while the information from V2X provides
an awareness of the road, further enhancing their safety.
To test the hypothesis for safety and efficiency, in

the beginning, we used two operators. Both operators
were inexperienced with the intervention process. Both
attempted to complete the interventionwithout AR at first,
only with preliminary instructions from a trainer on the
sequence of the process. They did not manage to com-
plete the intervention at first since they were not familiar
with it, and they did not have access to user-friendly robot
control interfaces that the AR application provides, having
to move the robot using its controller which was time-
consuming. Then both inexperienced users were provided
with the AR application with instructions and managed
to finish the intervention in 2.5 min on average between
them. Then they repeated the process, becoming familiar
enough to be considered experienced. In this case, they
tried again to complete the intervention without the AR
application and managed it at approximately the same
time as their previous run when they were inexperienced
with AR enhancement. The inefficient robot control with-
out the AR interfaces was the factor that delayed them.
Then theywere givenAR again, which provided themwith
robot-control interfaces, which eliminated the last flaw,
allowing them to complete the intervention 1 min faster.
These observations combined with knowledge from the
research of Section 2 as well as simulations done only vir-
tually with the AR devices led us to the qualitative diagram
of Figure 18. As a qualitative diagram, there are no values
in the vertical axis since the different heights of the bars
show comparable magnitude between the different levels
of the experiment.
The results of the experiment were expected, providing

further proof of the logical conclusions of the methodol-
ogy. It is natural that inexperienced operators who have
no prior knowledge of a specific process that has several
steps and requires the use of specific hardware to not be
able to complete it with only rudimentary instructions.
AR instructions that explain every step and also provide a
user-friendly interface for hardware control that requires

F IGURE 18 The effects of the application on operators.

no prior knowledge from the user provide both knowl-
edge on how to complete the process and the necessary
functionalities to do so therefore is the enabling factor for
the completion of the process by inexperienced operators.
The advantages that instructions provide are of course less
prominent when the operator knows the complete process
by memory and, therefore, can be characterized as experi-
enced. This can be considered a weakness of the proposed
method, although it is conceptually targeted at inexperi-
enced operators. Also, with the rapid changes in the state
of the art, new methods are introduced in industry; there-
fore, a previously experienced operator can be considered
inexperienced with the new methods and may require the
proposed method’s assistance. An experienced operator
can also handle the machinery necessary. The advantage
of the proposed method in this case is that the interfaces
created by the methodology for the manipulation of the
robot are more intuitive and easier to use than the default
manipulation method.

6 CONCLUSION AND FUTUREWORK

This paper discusses a methodology for support of road
maintenance operators based on AR. The method was
designed for specific interventions in road maintenance,
yet it is developed in such a way that it is easily adapt-
able for more use cases. The methodology consists of the
following functionalities: (a) HRC and system commands,
(b) environment awareness enabled by information feed-
back andV2X, and (c) visualization of instructions, applied
in the dynamic and dangerous environment of the high-
way. The results of the study support, (1) the hypothesis
of the rise in efficiency due to the effect of the HRC,
that is enabled by AR, has in the operation, as well as
the enhancement of the operator from instructions; (2)
the hypothesis of the enhancement of safety since the AR
application reduces the necessary workforce, meaning less
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people in dangerous environments, reduces the cycle time
since the operators are more efficient, and provides safety
visualizations.
While the proposed method is adjusted to road mainte-

nance operations, it is developed to be able to be adjusted
on any operation that takes place in a dynamic envi-
ronment and includes an operator and a robot that the
operatormust collaboratewith to perform their operations.
The technologies that are specific to the road industry
may limit the application itself to road maintenance, but
the principles of them do not. For example, V2X informa-
tion is road information, but as it regards the AR part,
what it provides to the operator is a better awareness of
their environment, and this, as a concept, is necessary
for any operator who works in dangerous, dynamic envi-
ronments, no matter the source of the information. All
the functionalities that are described in the paper can be
attributed to principles, which when combined create an
AR-based operator support method that can be adapted to
a plethora of industrial or academical operations. The road
maintenance sector works as the proving ground for this
method.
The limitation of this study is the lack of evidence in real

applications on the highway. Future work entails the inte-
gration of the framework with a real mobile robot platform
and the validation of its effect by actual robot operators,
which will be reported in later manuscripts. In this valida-
tion, any complexities of highway maintenance that have
not been taken into consideration by the current approach
will also be addressed.
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